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 Responsible 
Machines
The Opportunities and Challenges 
of Artificial Autonomous Agents

David J. Gunkel

During the first conference on cyberspace convened at the University of Texas 

in 1990 (ancient times as far as the Internet is concerned), Sandy Stone provided 

articulation of what can now, in retrospect, be identified as one of the guiding 

principles of life on the Internet. “No matter how virtual the subject becomes, 

there is always a body attached” (Stone, 1991: 111). What Stone sought to point 

out with this brief but insightful comment is the fact that despite what appears 

online, users of computer networks and digital information systems should 

remember that behind the scenes or the screen there is always another user—

another person who is essentially like us. This other may appear in the guise of 

different virtual characters, screen names, profiles, or avatars, but there is always 

somebody behind it all.

This Internet folk wisdom has served us well. It has helped users navigate the 

increasingly complicated social relationships made possible by computer-medi-

ated communication. It has assisted law enforcement agencies in hunting down 

con men, scam artists, and online predators. And, perhaps most importantly, it 

has helped us sort out difficult ethical questions concerning individual respon-

sibility and the rights of others in the digital nexus. But all of that is over. And 

it is over, precisely because we can no longer be entirely certain that “there is 
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always a body attached.” In fact, the majority of online activity is no longer (and 

perhaps never really was) communication with other human users but inter-

actions with machines. Current statistics concerning web traffic already give the 

machines a slight edge, with 51 percent of all activity being other than human 

(Foremski, 2012), and this statistic is expected to increase at an accelerated rate 

(Cisco Systems, 2012). Even if one doubts the possibility of ever achieving what 

has traditionally been called “strong AI,” the fact is our world is already popu-

lated by semi-intelligent artifacts, social robots, autonomous algorithms, and 

other smart devices that occupy the place of the Other in social relationships 

and communicative interaction.

The following investigates the opportunities and challenges made available 

by these increasingly responsible machines—machines that are designed for 

and are able to respond to us as another autonomous agent and in so doing 

may have a legitimate claim to some level of rights, responsibilities, or both. 

The examination of this will proceed in three steps or movements: the first will 

review the way we typically deal with technology and moral responsibility. It 

will, therefore, target and reconsider the instrumental theory of technology, 

which defines the machine as nothing more than a tool or contrivance serving 

human interests. The second will consider the opportunities and challenges that 

autonomous technologies pose to this default setting. Recent developments in 

robotics, learning algorithms, and decision-making systems exceed the concep-

tual boundaries of the instrumental theory and ask us to reassess who or what 

is a moral subject. Finally, and by way of conclusion, the third part will draw 

out the consequences of this material, explicating what this machine incursion 

means for us, our world, and the other entities we encounter here.

DEFAULT SETTING

Initially, the very notion of “responsible machines” probably sounds absurd. 

Who in their right mind would pitch an argument for this? Who would dare 

suggest that a technological artifact could or should be considered an autono-

mous agent? Don’t we already have enough trouble with human beings? So why 

muddy the water? This line of reasoning sounds intuitively correct. In fact, it 

seems there is little to talk about. Machines, even sophisticated information 

processing devices such as computers, smart phones, software algorithms, 

robots, and so on, are technologies, and technologies are mere tools created and 

used by human beings. A mechanism or technological object means nothing and 
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does nothing by itself; it is the way it is employed by a human user that ultim-

ately matters.

This common-sense evaluation is structured and informed by the answer 

that is typically provided for the question concerning technology.

We ask the question concerning technology when we ask what it is. Everyone 

knows the two statements that answer our question. One says: Technology is 

a means to an end. The other says: Technology is a human activity. The two 

definitions of technology belong together, for to posit ends and procure and 

utilize the means to them is a human activity. The manufacture and utilization 

of equipment, tools, and machines, the manufactured and used things them-

selves, and the needs and ends that they serve, all belong to what technology is 

(Heidegger, 1977: 4–5).

According to Heidegger’s insightful analysis, the presumed role and function 

of any kind of technology, whether it be the product of handicraft or industrial-

ized manufacture, is that it is a means employed by human users for specific 

ends. Heidegger terms this particular characterization of technology “the 

instrumental definition” and indicates that it forms what is considered to be 

the “correct” understanding of any kind of technological contrivance (1977: 5).

As Andrew Feenberg (1991: 5) characterizes it in the introduction to his 

Critical Theory of Technology, “the instrumentalist theory offers the most widely 

accepted view of technology. It is based on the common sense idea that technol-

ogies are ‘tools’ standing ready to serve the purposes of users.” And because an 

instrument “is deemed ‘neutral,’ without valuative content of its own” (Feenberg, 

1991: 5), a technological artifact is evaluated not in and of itself, but on the basis 

of the particular employments that have been decided by its human designer 

or user. The consequences of this are succinctly articulated by Jean-François 

Lyotard in The Postmodern Condition:

Technical devices originated as prosthetic aids for the human organs or 
as physiological systems whose function it is to receive data or condi-
tion the context. They follow a principle, and it is the principle of opti-
mal performance: maximizing output (the information or modification 
obtained) and minimizing input (the energy expended in the process). 
Technology is therefore a game pertaining not to the true, the just, or 
the beautiful, etc., but to efficiency: a technical “move” is “good” when it 
does better and/or expends less energy than another. (Lyotard, 1984: 44)
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Lyotard begins by affirming the traditional understanding of technology as 

an instrument or extension of human activity. Given this “fact,” which is stated 

as if it were something beyond question, he proceeds to provide an explana-

tion of the proper place of the technological apparatus in epistemology, ethics, 

and aesthetics. According to his analysis, a technological device, whether it be a 

simple corkscrew, a mechanical clock, or a digital computer, does not in and of 

itself participate in the big questions of truth, justice, or beauty. Technology is 

simply and indisputably about efficiency. A particular technological “move” or 

innovation is considered “good,” if, and only if, it proves to be a more effective 

means to accomplishing a user-specified objective.

But the instrumental theory is not merely a matter of philosophical reflec-

tion; it also informs and serves as the conceptual backdrop for work in artificial 

intelligence (AI) and robotics, even if it is often not identified as such. “Legal 

and moral responsibility for a robot’s actions,” Joanna Bryson (2010: 69) asserts, 

“should be no different than they are for any other AI system, and these are the 

same as for any other tool. Ordinarily, damage caused by a tool is the fault of 

the operator, and benefit from it is to the operator’s credit. . . . We should never 

be talking about machines taking ethical decisions, but rather machines oper-

ated correctly within the limits we set for them.” For Bryson, robots, software 

algorithms, and other sophisticated AI systems are no different from any other 

technical artifact. They are tools of human manufacture, employed by human 

users for particular purposes, and as such are merely “an extension of the user” 

(Bryson, 2010: 72). Bryson, therefore, would be in agreement with Marshall 

McLuhan, who famously characterized all technology as media—literally the 

means of effecting or conveying—and all media as “the extensions of man” 

(McLuhan, 1995).

Characterized as an extension or enhancement of human faculties, sophis-

ticated technical devices like robots, AIs, and other computer systems are not 

considered the responsible agent of actions that are performed with or through 

them. “Morality,” as J. Storrs Hall (2001: 2) points out, “rests on human shoul-

ders, and if machines changed the ease with which things were done, they did 

not change responsibility for doing them. People have always been the only 

‘moral agents.’“ This formulation not only sounds level-headed and reasonable, 

it is one of the standard operating presumptions of computer ethics. Although 

different definitions of “computer ethics” have circulated since Walter Maner 

first introduced the term in 1976, they all share an instrumentalist perspective 

that assigns moral agency to human designers and users. According to Deborah 
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Johnson, who is credited with writing the field’s agenda-setting textbook, “com-

puter ethics turns out to be the study of human beings and society—our goals 

and values, our norms of behaviour, the way we organize ourselves and assign 

rights and responsibilities, and so on” (Johnson, 1985: 6). Computers, she recog-

nizes, often “instrumentalize” these human values and behaviours in innovative 

and challenging ways, but the bottom line is and remains the way human agents 

design and use (or misuse) such technology.

And Johnson has stuck to this viewpoint even in the face of what appears 

to be increasingly sophisticated technological developments. “Computer sys-

tems,” she writes in a more recent article, “are produced, distributed, and used 

by people engaged in social practices and meaningful pursuits. This is as true of 

current computer systems as it will be of future computer systems. No matter 

how independently, automatic, and interactive computer systems of the future 

behave, they will be the products (direct or indirect) of human behaviour, human 

social institutions, and human decision” (Johnson, 2006: 197). Understood in this 

way, computer systems, no matter how automatic, independent, or seemingly 

intelligent they may become, “are not and can never be (autonomous, independ-

ent) moral agents” (Johnson, 2006: 203). They will, like all other technological 

artifacts, always be instruments of human value, decision-making, and action.

According to the instrumental theory, therefore, any action undertaken via a 

machine is ultimately the responsibility of some human agent—the designer of 

the system, the manufacturer of the equipment, or the end-user of the product. 

If something goes wrong with or someone is harmed by the mechanism, “some 

human is to blame for setting the program up to do such a thing” (Goertzel, 

2002: 1). Following this line of argument, it can be concluded that all machine 

action is to be credited to or blamed on a human programmer, manufacturer, 

or operator. Holding the machine culpable would, on this account, not only be 

absurd but also irresponsible. Ascribing agency to machines, Mikko Siponen 

(2004: 286) argues, allows one to “start blaming computers for our mistakes. In 

other words, we can claim that ‘I didn’t do it – it was a computer error,’ while 

ignoring the fact that the software has been programmed by people to ‘behave 

in certain ways’, and thus people may have caused this error either incidentally 

or intentionally (or users have otherwise contributed to the cause of this error).”

This insight is codified by the popular adage, “It’s a poor carpenter who 

blames his tools.” In other words, when something goes wrong or a mistake 

is made in situations involving the application of technology, it is the human 

designer, manufacturer, or operator of the tool and not the tool itself that 
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should be blamed. Blaming the tool is not only logically incorrect, insofar as 

a tool is just an extension of human action, but also ethically suspect and even 

“dangerous” (Johnson and Miller, 2008: 124), because it is one of the ways that 

human agents often try to deflect or avoid taking full responsibility for their 

actions. “By endowing technology with the attributes of autonomous agency,” 

Abbe Mowshowitz (2008: 271) argues, “human beings are ethically sidelined. 

Individuals are relieved of responsibility. The suggestion of being in the grip 

of irresistible forces provides an excuse of rejecting responsibility for oneself 

and others.” Consequently, blaming the computer (or any other technology) is 

to make at least two fundamental mistakes. First, it wrongly attributes agency 

to something that is a mere instrument or inanimate object. This logical error 

mistakenly turns a passive object into an active subject. It confuses means and 

ends, to put it in Kantian language. Second, it permits human users to deflect 

moral responsibility by putting the blame on something else. In other words, 

it allows human users to scapegoat the computer (Nissenbaum, 1996: 35) and 

deflect responsibility for their own actions.

THE NEW NORMAL

The instrumental theory not only sounds reasonable, it is obviously useful. It is, 

one might say, instrumental for parsing questions of responsibility in the age of 

increasingly complex technological systems. And it has a distinct advantage in 

that it locates accountability in a widely accepted and seemingly intuitive sub-

ject position, in human decision-making and action, and it resists any and all 

efforts to defer responsibility to some inanimate object by blaming or scapegoat-

ing what are mere instruments, contrivances, or tools. At the same time, how-

ever, this particular formulation also has significant theoretical and practical 

limitations, especially as it applies (or not) to recent technological innovations.

First, the instrumental theory reduces all technology, irrespective of design, 

construction, or operation, to a tool—an instrument, prosthesis, or medium 

of human agency. “Tool,” however, does not necessarily encompass everything 

technological and does not exhaust all possibilities. There are also machines. 

Although “experts in mechanics,” as Karl Marx (1977: 493) pointed out, often 

confuse these two concepts calling “tools simple machines and machines com-

plex tools,” there is an important and crucial difference between the two and 

that difference ultimately has to do with the location and assignment of agency. 

Indication of this essential difference can be found in a brief parenthetical remark 
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offered by Heidegger in the 1954 essay “The Question Concerning Technology.” 

“Here it would be appropriate,” Heidegger writes in reference to his use of the 

word “machine” to characterize a jet airliner, “to discuss Hegel’s definition of 

the machine as autonomous tool [selbständigen Werkzeug]” (1977: 17). What 

Heidegger references, without supplying the full citation, are Hegel’s 1805–7 

Jena Lectures, in which “machine” had been defined as a tool that is self-suffi-

cient, self-reliant, or independent. Although Heidegger immediately dismisses 

this alternative as something that is not appropriate to his way of questioning 

technology, it is taken up and given sustained consideration by Langdon Winner 

in Autonomous Technology,

To be autonomous is to be self-governing, independent, not ruled by an 
external law of force. In the metaphysics of Immanuel Kant, autonomy 
refers to the fundamental condition of free will—the capacity of the 
will to follow moral laws that it gives to itself. Kant opposes this idea to 
“heteronomy,” the rule of the will by external laws, namely, the deter-
ministic laws of nature. In this light the very mention of autonomous 
technology raises an unsettling irony, for the expected relationship of 
subject and object is exactly reversed. We are now reading all of the 
propositions backwards. To say that technology is autonomous is to say 
that it is nonheteronomous, not governed by an external law. And what 
is the external law that is appropriate to technology? Human will, it 
would seem.” (Winner 1977: 16)

“Autonomous technology” refers to technical devices that directly contra-

vene the instrumental theory by deliberately contesting and relocating the 

assignment of agency. Such mechanisms are not heteronomous tools to be 

directed and used by human agents according to their will but occupy, in one 

way or another, the place of an autonomous agent. As Marx (1977: 495) suc-

cinctly described it, “the machine, therefore, is a mechanism that, after being set 

in motion, performs with its tools the same operations as the worker formerly 

did with similar tools.” Understood in this way, the machine occupies not the 

place of the hand tool of the worker but the worker him/herself, the active and 

autonomous agent who had wielded the tool.

Second, autonomous machines are not only a perennial favorite of science 

fiction (from the monster of Mary Shelley’s Frankenstein to the HAL 9000 com-

puter and beyond) but are rapidly becoming science fact, if not already part of 

social reality. According to Ray Kurzweil’s estimations, the tipping point—what 
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he calls the “singularity”—is near: “Within several decades information-based 

technologies will encompass all human knowledge and proficiency, ultimately 

including the pattern recognition powers, problem solving skills, and emotional 

and moral intelligence of the human brain itself” (Kurzweil, 2005: 8). Similarly, 

Hans Moravec forecasts not only the achievement of human-level intelligence 

in a relatively short period of time but an eventual surpassing of it that will 

render human beings effectively obsolete and a casualty of our own evolution-

ary success.

We are very near to the time when virtually no essential human function, 

physical or mental, will lack an artificial counterpart. The embodiment of this 

convergence of cultural developments will be the intelligent robot, a machine 

that can think and act as a human, however inhuman it may be in physical or 

mental detail. Such machines could carry on our cultural evolution, including 

their own construction and increasingly rapid self-improvement, without us, 

and without the genes that built us. When that happens, our dNA will find itself 

out of a job, having lost the evolutionary race to a new kind of competition 

(Moravec, 1988: 2).

Even seemingly grounded and level-headed engineers such as Rodney 

Brooks, who famously challenged Moravec and the AI establishment with his 

“mindless” robots, predicts the achievement of machine intelligence on par 

with human capabilities in just a few decades. “Our fantasy machines,” Brooks 

writes, referencing the popular robots of science fiction (i.e. HAL, 3CPO, Lt. 

Commander Data, etc.), “have syntax and technology. They also have emotions, 

desires, fears, loves, and pride. Our real machines do not. Or so it seems at the 

dawn of the third millennium. But how will it look a hundred years from now? 

My thesis is that in just twenty years the boundary between fantasy and reality 

will be rent asunder” (Brooks, 2002: 5).

Predictions of human-level (or better) machine intelligence, although fuel-

ing imaginative and entertaining forms of fiction, are, for the most part, still 

futuristic. That is, they address possible achievements in the fields of AI and 

robotics that might occur with technologies or techniques that have yet to be 

fully developed, prototyped, or empirically demonstrated. Consequently, strict 

instrumentalists are often able to dismiss these prognostications as nothing 

more than wishful thinking or speculation. And if the history of AI is any indica-

tion, there is every reason to be skeptical. We have, in fact, heard these kinds of 

fantastic hypotheses before, only to be disappointed time and again. As Terry 

Winograd (1990, 167) wrote in an honest assessment of progress (or lack thereof) 
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in the discipline, “artificial intelligence has not achieved creativity, insight, and 

judgment. But its shortcomings are far more mundane: we have not yet been 

able to construct a machine with even a modicum of common sense or one that 

can converse on everyday topics in ordinary language.”

Despite these shortcomings, there are current implementations and work-

ing prototypes that appear to possess some significant degree of autonomy and 

that complicate the identification and assignment of agency. There are, for 

instance, learning systems, mechanisms designed not only to make decisions 

and take real world actions with little or no human direction or oversight but 

also programmed to be able to modify their own rules of behaviour based on 

results from such operations. These machines, which are now rather common 

in commodities trading, transportation, health care, manufacturing, and even 

culture appear to be more than mere tools. Consider, for example, what has 

happened in the financial and commodities exchange markets in the last fif-

teen years. At one time, trades on the New York Stock Exchange or the Chicago 

Board Options Exchange were initiated and controlled by human traders in “the 

pit.” Beginning in the late 1990s, financial services organizations began develop-

ing algorithms to take over much of this effort (Steiner, 2010). These algorithms 

were faster, more efficient, more consistent, and could, as a result of all this, turn 

incredible profits by exploiting momentary differences in market prices. These 

algorithms analyzed the market, made decisions, and initiated actions faster 

than human comprehension and were designed with learning subroutines that 

could alter their initial programming in order to be able to respond to new and 

unanticipated opportunities. And these things worked; they generated incred-

ible revenues for the financial services industry. As a result, over 70 percent of all 

trades are now machine-generated and controlled (Scott, 2012: 8). This means 

that our financial situation—not only our mortgages and retirement savings but 

also a significant part of the national and global economy—is now directed and 

managed by machines that are designed to operate with a considerable degree 

of autonomy.

The social consequences of this can be seen in a remarkable event called the 

Flash Crash. At about 2:45 pm on 6 May 2010, the Dow Jones Industrial Average 

lost over 1,000 points in a matter of seconds and then rebounded just as quickly. 

The drop, which amounted to about 9 percent of the market’s total value or 1 

trillion U.S. dollars, was caused by a couple of trading algorithms interacting 

with and responding to each other. In other words, no human being initiated 

the action, was in control of the event, or could be considered responsible for 
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its outcome. It was something undertaken and overseen by the algorithms, and 

the human brokers could only passively watch things unfold on their monitor 

screens, not knowing what had happened, who had instituted it, or why. To 

this day, no one is quite sure what actually occurred (Slavin, 2010). No one, in 

other words, knows exactly who or even what was responsible for this brief 

financial crisis.

A less nefarious illustration of machine autonomy can be found in situations 

involving the consumption and production of culture. Currently recommen-

dation algorithms at Netflix, Amazon, and elsewhere increasingly decide what 

cultural objects we access and experience. It is estimated that 75 percent of all 

content obtained through Netflix is the result of a machine-generated recom-

mendation (Amatriain and Basilico, 2012). Consequently, these algorithms are, in 

effect, taking over the work of film, book, and music critics and influencing—to 

a significant degree—what films are seen, what books are read, and what music 

is heard. But machines are not just involved in the distribution and exhibition 

aspects of the culture industry; they are also actively engaged on the creative 

side. In the field of journalism, for example, algorithms now write original con-

tent. Beyond the simple news aggregators that currently populate the web, these 

programs, like Northwestern University’s Stats Monkey, automatically compose 

publishable stories from machine-readable statistical data. Organizations such 

as the Big Ten Network currently use these programs to develop content for web 

distribution (Slavin, 2010: 218). These applications, although clearly in the early 

stages of development, recently led Kurt Cagle, managing editor of XMLToday.

org, to provocatively ask whether an AI might compete for and win a Pulitzer 

Prize by 2030 (Kerwin, 2009: 1).

Similar transformations are occurring in music, where algorithms and 

robots actively participate in the creative process. In classical music, for instance, 

there is David Cope’s Experiments in Musical Intelligence or EMI (pronounced 

“Emmy”), an algorithmic composer capable of analyzing existing compositions 

and creating new, original scores that are virtually indistinguishable from the 

canonical works of Bach, Chopin, and Beethoven (Cope 2005). And then there 

is Shimon, a marimba-playing jazz-bot from Georgia Tech that not only impro-

vises with human musicians in real time but “is designed to create meaning-

ful and inspiring musical interactions with humans, leading to novel musical 

experiences and outcomes” (Georgia Tech, 2013; Hoffman and Weinberg, 2011).

Although the extent to which one might assign “agency” and “responsibil-

ity” to these mechanisms remains a contested issue, what is not debated is the 



10.15215/aupress/9781771991292.01

David J. Gunkel  81

fact that the rules of the game have changed significantly. As Andreas Matthias 

points out, summarizing his survey of learning automata:

Presently there are machines in development or already in use which 
are able to decide on a course of action and to act without human inter-
vention. The rules by which they act are not fixed during the production 
process, but can be changed during the operation of the machine, by 
the machine itself. This is what we call machine learning. Traditionally 
we hold either the operator/manufacturer of the machine responsible 
for the consequences of its operation or “nobody” (in cases, where no 
personal fault can be identified). Now it can be shown that there is 
an increasing class of machine actions, where the traditional ways of 
responsibility ascription are not compatible with our sense of justice 
and the moral framework of society because nobody has enough control 
over the machine’s actions to be able to assume responsibility for them. 
(Matthias, 2004: 177)

In other words, the instrumental definition of technology, which had effect-

ively tethered machine action to human agency, no longer adequately applies 

to mechanisms that have been deliberately designed to operate and exhibit 

some form, no matter how rudimentary, of independent action or autonomous 

decision-making. This does not mean, it is important to emphasize, that the 

instrumental definition is on this account refuted tout court. There are and will 

continue to be mechanisms understood and utilized as tools to be manipulated 

by human users (that is, lawn mowers, corkscrews, telephones, digital cameras, 

and so on). The point is that the instrumentalist definition, no matter how useful 

and seemingly correct in some circumstances for explaining some technological 

devices, does not exhaust all possibilities for all kinds of devices.

Finally, in addition to sophisticated learning automata and robots, there are 

also mundane objects such online chatterbots and nonplayer characters that, 

if not proving otherwise, at least significant complicate the instrumentalist 

assumptions. Miranda Mowbray, for instance, has investigated the complica-

tions of moral agency in online communities and massively multiplayer online 

role-playing games (MMORpGs).

The rise of online communities has led to a phenomenon of real-time, 
multi-person interaction via online personas. Some online community 
technologies allow the creation of bots (personas that act according to a 
software programme rather than being directly controlled by a human 
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user) in such a way that it is not always easy to tell a bot from a human 
within an online social space. It is also possible for a persona to be partly 
controlled by a software programme and partly directly by a human. . . . 
This leads to theoretical and practical problems for ethical arguments 
(not to mention policing) in these spaces, since the usual one-to-one 
correspondence between actors and moral agents can be lost. (Mowbray, 
2002: 2)

Software bots, therefore, not only complicate the one-to-one correspond-

ence between actor and moral agent but make it increasingly difficult to decide 

who or what is responsible for actions in the virtual space of an online com-

munity. Although these bots are by no means close to achieving anything that 

looks remotely like intelligence or even basic machine learning, they can still be 

mistaken for and pass as other human users. This is, Mowbray points out, not 

“a feature of the sophistication of bot design, but of the low bandwidth com-

munication of the online social space” where it is “much easier to convincingly 

simulate a human agent” (2002: 2).

Despite this knowledge, these software implementations cannot be written 

off as mere instruments or tools. “The examples in this paper,” Mowbray con-

cludes, “show that a bot may cause harm to other users or to the community as 

a whole by the will of its programmers or other users, but that it also may cause 

harm through nobody’s fault because of the combination of circumstances 

involving some combination of its programming, the actions and mental or 

emotional states of human users who interact with it, behaviour of other bots 

and of the environment, and the social economy of the community” (2002: 4). 

Unlike artificial intelligence, which would occupy a position that would, at least, 

be reasonably close to that of a human agent and therefore not be able to be 

dismissed as a mere tool, bots simply muddy the water (which is probably worse) 

by leaving undecided the question whether they are or are not tools. And in the 

process, they leave the question of moral agency both unsettled and unsettling.

THE RISE OF THE MACHINES

In November of 2012, General Electric launched a television advertisement called 

“Robots on the Move.” The sixty-second video, created by Jonathan Dayton and 

Valerie Faris (the husband/wife team behind the 2006 feature film Little Miss 

Sunshine), depicts many of the iconic robots of science fiction travelling across 

great distances to assemble before some brightly lit airplane hangar for what we 
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are told is the unveiling of some new kind of machines—”brilliant machines,” 

as GE’s tagline describes it. And as we observe Robby the Robot from Forbidden 

Planet, KITT the robotic automobile from Knight Rider, and Lt. Commander 

Data of Star Trek: The Next Generation making their way to this meeting of arti-

ficial minds, we are told, in an ominous voiceover, that “the machines are on the 

move.”

Although this might not look like your typical robot apocalypse (vividly 

illustrated in science fiction films and television programs such as Terminator, 

The Matrix Trilogy, and Battlestar Galactica), we are, in fact, in the midst of an 

invasion. The machines are on the move. They are everywhere and doing every-

thing. They may have begun by displacing workers on the factory floor, but they 

now actively participate in all aspects of intellectual, social, and cultural life. 

This invasion is not some future possibility coming from a distant alien world. 

It is here; it is now. And resistance is futile. As these increasingly autonomous 

machines come to occupy influential positions in contemporary culture—pos-

itions where they are not just tools or instruments of human action but actors 

in their own right—we will need to ask ourselves important but rather difficult 

questions: At what point might a robot, an algorithm, or other autonomous 

system be held responsible for the decisions it makes or the actions it deploys? 

When, in other words, would it make sense to say “It’s the computer’s fault”? 

Likewise, at what point might we have to consider seriously extending rights—

civil, moral, and legal standing—to these socially aware and interactive devices? 

When, in other words, would it no longer be considered nonsense to suggest 

something like “the rights of machines”?

In response to these questions, there appear to be at least three options, 

none of which are entirely comfortable or satisfactory. On the one hand, we 

can respond as we typically have, treating these mechanisms as mere instru-

ments or tools. Bryson makes a case for this approach in her provocatively titled 

essay “Robots Should Be Slaves”: “My thesis is that robots should be built, mar-

keted and considered legally as slaves, not companion peers” (Bryson, 2010: 63). 

Although this might sound harsh, this argument is persuasive, precisely because 

it draws on and is underwritten by the instrumental theory of technology—a 

theory that has considerable history and success behind it and that functions 

as the assumed default position for any and all considerations of technology. 

This decision—and it is a decision, even if it is the default—has both advantages 

and disadvantages. On the positive side, it reaffirms human exceptionalism, 

making it absolutely clear that it is only the human being who possesses rights 
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and responsibilities. Technologies, no matter how sophisticated, intelligent, and 

influential, are and will continue to be mere tools of human action, nothing 

more. But this approach, for all its usefulness, has a not-so-pleasant downside. 

It willfully and deliberately produces a new class of instrumental servants or 

slaves (what we might call “slavery 2.0”) and rationalizes this decision as morally 

appropriate and justified. In other words, applying the instrumental theory to 

these new kinds of machines, although seemingly reasonable and useful, might 

have devastating consequences for us and others.

On the other hand, we can decide to entertain the possibility of rights and 

responsibilities for machines just as we had previously done for other non-

human entities such as animals (Singer, 1975) and the environment (Birch, 1993). 

And there is both moral and legal precedent for this outcome. In fact, we already 

live in a world populated by artificial entities who are considered legal persons 

having rights and responsibilities recognized and protected by both national 

and international law—the limited liability corporation (French, 1979). Once 

again, this decision sounds reasonable and justified. It extends moral standing 

to these other socially active entities and recognizes, following the predictions 

of Norbert Wiener (1988: 16), that the social situation of the future will involve 

not just human-to-human interactions but relationships between humans and 

machines. But this decision also has significant costs. It requires that we rethink 

everything we thought we knew about ourselves, technology, and ethics. It 

requires that we learn to think beyond human exceptionalism, technological 

instrumentalism, and all the other -isms that have helped us make sense of our 

world and our place in it. In effect, it calls for a thorough reconceptualization of 

who or what should be considered a moral subject.

Finally, we can try to balance these two extreme positions by taking an inter-

mediate hybrid approach, distributing agency and responsibility across a net-

work of interacting human and machine components. This particular version 

of “actor network theory” is precisely the solution advanced by Johnson in her 

essay, “Computer Systems: Moral Entities but not Moral Agents” (2006: 202): 

“When computer systems behave there is a triad of intentionality at work, the 

intentionality of the computer system designer, the intentionality of the system, 

and the intentionality of the user.” This proposal also has its advantages and 

disadvantages. In particular, it appears to be attentive to the exigencies of life 

in the digital nexus. None of us, in fact, make decisions or act in a vacuum; we 

are always and already tangled up in networks of interactive elements that com-

plicate the assignment of intentionality, agency, and responsibility. And these 
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networks have always included others—not only other human beings but insti-

tutions, organizations, and even machinic elements.

This combined approach, however, still requires that one decide what 

aspects of agency and responsibility belong to the machine and what should be 

attributed to the human being. In other words, the hybrid approach, although 

attempting to strike a balance between strict “instrumentalism” and “machine 

morality,” will still need to decide between who counts as a moral subject and 

what can be considered a mere object. In fact, everything, as Jacques Derrida 

points out, depends on decisions between these two seemingly simple words 

(2005: 80). Johnson, for instance, still comes down on the side of human excep-

tionalism: “Note also that while human beings can act with or without artifacts, 

computer systems cannot act without human designers and users. Even when 

their proximate behaviour is independent, computer systems act with humans 

in the sense that they have been designed by humans to behave in certain ways 

and humans have set them in particular places, at particular times, to perform 

particular tasks for users” (Johnson, 2006: 202). But this is not the only possible 

or even the best formulation, and other theorists and practitioners (Wallach and 

Allen, 2009, Anderson and Anderson, 2011, Lin et al., 2011) have advanced differ-

ent versions of shared agency and responsibility, some of which tip the scale in 

the direction of increasing machine autonomy.

In any event, how we decide to respond to the opportunities and challenges 

of this machine question will have a profound effect on the way we conceptual-

ize our place in the world, who we decide to include in the community of moral 

subjects, and what we exclude from such consideration and why. But no matter 

how it is decided, it is a decision—quite literally a cut that institutes difference 

and makes a difference. We are, therefore, responsible both for deciding who or 

even what is a moral subject and, in the process, for determining the very config-

uration and proper limits of moral responsibility in the digital nexus.
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