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Origins/History

Problem with Intelligence
“I propose to consider the question, “Can machines think?” 

This should begin with definitions of the meaning of the 

terms “machine” and “think.” The definitions might be framed 

so as to reflect so far as possible the normal use of the 

words, but this attitude is dangerous. If the meaning of the 

words “machine” and “think” are to be found by examining 

how they are commonly used it is difficult to escape the 

conclusion that the meaning and the answer to the question, 

“Can machines think?” is to be sought in a statistical survey 

such as a Gallup poll. But this is absurd.” – Alan Turing,1950 
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Change the Question - Imitation Game
“Instead of attempting such a definition, I shall replace the 

question by another, which is closely related to it and is 

expressed in relatively unambiguous words. The new form 

of the problem can be described in terms of a game which 

we call the ‘imitation game.’ It is played with three people, a 

man (A), a woman (B), and an interrogator (C) who may be 

of either sex. The interrogator stays in a room apart from the 

other two. The object of the game for the interrogator is to 

determine which of the other two is the man and which is 

the woman..” – Alan Turing,1950 



Chat or Text Messaging
In order that tone of voice may not help 

the interrogator, the answers should be 

written, or better still, typewritten. The 

ideal arrangement is to have a teleprinter

communicating between the two rooms. 

(Turing, 1950)
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The Imitation Game – phase 2
We can now ask the question, 'What will 

happen when a machine takes the part of 

A in this game?' Will the interrogator 

decide wrongly as often when the game is 

played like this as he does when the game 

is played between a man and a woman? 

These questions replace our original, “Can 

machines think?” (Turing, 1950)
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Turing’s Conclusion
If a computer does in fact becomes capable 

of successfully imitating a human being, of 

either gender, in communicative exchanges 

with a human interrogator to such an extent 

that the interrogator cannot tell whether he is 

interacting with a machine or another human 

being, then that machine would need to be 

considered "intelligent."
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Because the original question “Can 

machines think?” is considered by 

Turing to be too meaningless, he 

reformulates and refers the inquiry to a 

demonstration of communicative ability. 
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1. Communication is Key



The Other Minds Problem
How does one determine whether something 

other than oneself—an alien creature, a 

sophisticated robot, a socially active computer, 

or even another human—is really a thinking, 

feeling, conscious being; rather than, for 

example, an unconscious automaton whose 

behavior arises from something other than 

genuine mental states? (Churchland, 1999)
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Tipping Point
I believe that in about fifty year's time it will 

be possible to program computers, with a 

storage capacity of about 109, to make them 

play the imitation game so well that an 

average interrogator will not have more than 

70 per cent chance of making the right 

identification after five minutes of 

questioning. (Turing, 1950)
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2. Not Too Difficult
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Joseph Weizenbaum - 1966

2. Not Too Difficult
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“ELIZA created the most remarkable illusion of 

having understood in the minds of many people 

who conversed with it. People who know very well 

that they were conversing with a machine soon 

forgot that fact, just as theatergoers, in the grip of

suspended disbelief, soon forget that the action 

they are witnessing is not “real.” This illusion was 

especially strong and most tenaciously clung to 

among people who know little or nothing about 

computers. They would often demand to be 

permitted to converse with the system in private, 

and would, after conversing with it for a time, insist, 

in spite of my explanations, that the machine really 

understood them.” – Joseph Weizenbaum 1976
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Kenneth Colby’s PARRY (1972) 
Unlike ELIZA, which was originally designed 

to emulate the conversational activities of 

a Rogerian therapist, PARRY (which was 

written in LISP) simulated a person with 

paranoid schizophrenia. In 1972, PARRY 

and a version of ELIZA that was named 

DOCTOR were connected over ARPANET 

(the precursor to the internet) and 

interacted with each other in a highly 

publicized demonstration at ICCC 1972 

(International Conference on Computer 
Communications). 
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Michael Mauldin’s CHATTERBOT (1994) 
Unlike ELIZA and PARRY, which could only engage in 

conversational interactions with a single dedicated user, 

CHATTERBOT was designed to be an NPC in the virtual 

world of TinyMUD. Mauldin (1994, 16) explains, “We created 

a computer controlled player, a ‘Chatter Bot,’ that can 

converse with other players, explore the world, discover 

new paths through various rooms, answer players’ 

questions about navigation (providing the shortest-path 

information on request), and answer questions about other 

players, rooms and objects.” Since this initial demonstration 
in the virtual world of TinyMUD, bots of various kinds and 

configurations have become a standard feature in 

computer games and online virtual worlds
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Richard Wallace’s A.L.I.C.E. (1995)
Artificial Linguistic Internet Computer Entity (A.L.I.C.E.) was originally 

written in Java and utilized an XML schema called AIML (Artificial 
Intelligence Markup Language). The aim of AIML, which was 

distributed with an open source license and has been implemented 

on a number of different platforms (i.e. Pandorabots), was to 

encourage other developers to modify the initial program and 

produce numerous Alicebot clones. A.L.I.C.E. won the restricted 

category Loebner Prize three times: in 2000, in 2001, and in 2004. This 

prize, initiated by Hugh Loebner in 1991, is “the first formal 
instantiation of the Turing Test” (Loebner 2017). Additionally, 

filmmaker Spike Jonze’s has credited his personal experience with 

an Alicebot as the source of inspiration for the film Her.
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Pandorabots
- AIML
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Rollo Carpenter - Cleverbot (1997)
Unlike previous chatterbot systems, Cleverbot’s responses are not 

prescripted. Instead, the bot is designed to learn its conversational 

behaviors from interactions with human users on the internet. 

Although the exact method by which this is accomplished has not 

been made public, it has been described as a kind of crowdsourcing. 

“Since coming online in 1997, Cleverbot has engaged in about 65 

million conversations with Internet users around the world, who chat 

with it for fun via the Cleverbot website. Like a human learning 

appropriate behavior by studying the actions of members of his or her 
social group, Cleverbot ‘learns’ from these conversations. It stores 

them all in a huge database, and in every future conversation, its 

responses to questions and comments mimic past human responses 

to those same questions and comments” (Wolchover 2011). 
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https://www.youtube.com/watch?v=njmAUhUwKys
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https://www.youtube.com/watch?v=njmAUhUwKys
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1. Communication
• Can chatbots communicate?
• Chatbots are computer programs 

designed to exhibit conversational 

behaviors. But is this communication? 

(And what do we mean by 

“communication” in this context)
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2. Employment 
• Will chatbots displace/replace 

human workers?

• How does/will this effect the discipline 

of communication?

• How can/should we respond to this 
opportunity/challenge?
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3. Deception
• Are chatterbots deceptive?

• Robert Epstein – Fell in love with and 

had an online affair with a chatbot

called Ivana. Is this a form of 

deception? Is it fraud?
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4. Social Problems
• Are interactions with chatbots dangerous and 

antisocial?

• “I find people willing to seriously consider bots 
not only as pets but as potential friends, 

confidants, and even romantic partners. We 

don’t seem to care what their artificial 

intelligences ‘know’ or ‘understand’ of the 

human moments we might ‘share’ with 

them…the performance of connection seems 

connection enough.” – Sherry Turkle 2011
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