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 Presentation Sign-up

 History, Hype & Reality

 Preview



Review

http://gunkelweb.com/coms493



Presentations



History, Hype & Reality

 Objective: Demystify Technology

Sort science fiction from science fact by looking 

at the history of artificial intelligence and 

robotics, the hype that has surrounded the 

technology and its social consequences as 

portrayed in fiction, and the reality of AI/robots 

as they exists right now at the beginning of the 

21st century.



History, Hype & Reality

 Terminology 

 Artificial Intelligence

 Robot

 Science Fiction

 History

 Research & Development

 GOFAI vs. Machine Learning

 Real World Applications



Artificial Intelligence

John McCarthy



Artificial Intelligence



Artificial Intelligence

 “Intelligence”

 1. Individually – Define “Intelligence”

 2. Collectively – Groups of 5, compare definitions and 

devise a single, common definition.

 3. Compare Outcomes



Artificial Intelligence

“Intelligence”
• Use Language

• Form abstractions and concepts

• Solve problems reserved for humans

• Improve themselves



Artificial Intelligence

Intelligence – Critical Features
1. Communication – “An intelligent entity can be communicated 

with. We can’t talk to rocks or tell trees what we want.”

2. Internal Knowledge – “We expect intelligent entities to have some 

knowledge about themselves”

3. World Knowledge – “Intelligence also involves being aware of the 

outside world and being able to find and utilize the information one 

has about the outside world”

4. Goals and Plans – “Goal driven behavior means knowing when 

one wants something and knowing a plan to get what one wants”

5. Creativity – “Every intelligent entity is assumed to have some 

degree of creativity”

Roger Schank “What is AI, Anyway?”



Artificial Intelligence

 “Artificial”?

Natural Intelligence Artificial Intelligence

vs



Artificial Intelligence

 “Artificial”?



Artificial Intelligence

 “Artificial”?

Fake or Imitation
The thing seems to be, but 

really is not, what it looks like.

Substitute or Simulation
The thing is not just an imitation 

of something else but really is 

what it seems to be.



Artificial Intelligence

 Questions

 Is Artificial Intelligence “fake” 

intelligence?

 Is Artificial Intelligence 

“simulated” intelligence?

What would be the 

difference and how could 

you tell?



Artificial Intelligence

AI – Problem with Definition
“Artificial intelligence is a subject that, 

due to the massive, often quite 

unintelligible, publicity that it gets, is 

nearly completely misunderstood by 

the people outside the field. Even AI’s 

practitioners are somewhat confused 

with respect to what AI is really about.”

Roger Schank “What is AI, Anyway?”



Artificial Intelligence

Problem might not be a problem
“Curiously, the lack of a precise, universally 

accepted definition of AI probably has 

helped the field to grow, blossom, and 

advance at an ever-accelerating pace. 

Practitioners, researchers, and developers 

of AI are instead guided by a rough sense 

of direction and an imperative to ‘get on 

with it.’”



Artificial Intelligence

Another Problem - Moving Target
“But the field of AI suffers from an unusual 

deficiency—once a particular problem is 

considered solved, it often is no longer 

considered AI.” – Kaplan p. 37



Artificial Intelligence

Moving Target
Example 1 = Chess

Garry Kasparov vs. Deep Blue (1997) 



Artificial Intelligence

IBM Watson beats Ken Jennings and 

Brad Rutter in February 2011.

“I for one, welcome our  

new computer overlords”

- Ken Jennings

Moving Target
Example 2 = Jeopardy 



Robot



Robot

Robot
The word robot came into the world by 

way of Karel Čapek’s 1920 stage play, 

R.U.R. or Rossumovi Univerzální Roboti

(Rossum’s Universal Robots) in order to 

name a class of artificial servants or 

laborers. In Czech “robota” means 

servant or slave. 



Robot



Robot



Robot

Problem with Definition
“Never ask a roboticist what a 

robot is. The answer changes too 

quickly. By the time researchers 

finish their most recent debate on 

what is and what isn’t a robot, the 

frontier moves on as whole new 

interaction technologies are born.”

Illah Nourbakhsh – Professor of Robotics CMU



Robot

Sense-Act-Think Paradigm
“In this book we define a robot as a 

machine that senses, thinks, and acts. 

Thus, a robot must have sensors, 

processing ability that emulates some 

aspects of cognition, and actuators.” 



Robot

1. Sense
Speech Recognition



Robot

2. Think
Make Inferences

Move from the captured sound to words 

to ideas to user needs. In this case, the 

system identifies the word “pizza” from the 

input. Infers that the user wants to get a 

pizza. It therefore accesses GPS info, looks 

up restaurants that serve pizza, and ranks 

them according to some criteria like 

location, rating, or price. 



Robot

3. Act
Communicate Results

This involves organizing the results into a 

reasonable set of ideas to be 

communicated, mapping the ideas onto 

a sentence or two (natural language 

generation), and then turning those words 

into sounds (speech synthesis). 



Robot

Reason 1: why robots are hard to talk 

about: the definition is unsettled, even 

among those most expert in the field. 

Reason 2: definitions evolve unevenly 

and jerkily, over time as social context 

and technical capabilities change. 

Reason 3: science fiction set the 

boundaries of the conceptual playing 

field before the engineers did.



Science Fiction



Science Fiction



http://www.tcm.com/mediaroom/video/474156/2001-A-Space-Odyssey-Movie-Clip-HAL-9000.html

http://www.tcm.com/mediaroom/video/474156/2001-A-Space-Odyssey-Movie-Clip-HAL-9000.html


Science Fiction



https://www.youtube.com/watch?v=ne6p6MfLBxc

https://www.youtube.com/watch?v=ne6p6MfLBxc


Science Fiction



https://www.youtube.com/watch?v=BV8qFeZxZPE

https://www.youtube.com/watch?v=BV8qFeZxZPE


Science Fiction

 Questions

 Why all these AI/Robot films and TV shows? Why now?

 What are these AI/robot narratives about?

 What expectations about AI and robots are produced or 

supported by these fictional representations?

 What are the advantages and disadvantages of the 

“conceptual playing field” set up by science fiction?



History

Optimism/Expectations
We think that a significant advance can 

be made in one or more of these 

problems if a carefully selected group of 

scientists work on it together for a summer. 



History
Early Successes and Proof of Concept

SRI’s Shakey
Shakey, developed at the Stanford 

Research Institute (SRI) from 1966 to 

1972, was the first mobile robot to 

reason about its actions. Shakey’s

playground was a series of rooms with 

blocks and ramps. Although not a 

practical tool, it led to advances in AI 

techniques, including visual analysis, 

route finding, and object manipulation.



History
Early Successes and Proof of Concept

Life - 1970



History
Early Successes and Proof of Concept

Joseph Weizenbaum - ELIZA
Proto-chatbot created in 1966. Eliza 

could participate in text-based chat 

conversations in natural language 

with human users. Users of the 

application—even those that knew 

they were simply chatting up a 

chatbot—insisted that ELIZA really 

understood them and often 

requested to be able to talk to the 

application in private.



History
Early Successes and Proof of Concept

https://www.youtube.com/watch?v=QAJz4YKUwqw

Terry Winograd’s SHRDLU
SHRDLU was an early natural language 

understanding (NLU) computer program, 

developed by Terry Winograd at MIT in 

1968–1970. In it, the user carries on a 

conversation with the computer, moving 

objects, naming collections and querying 

the state of a simplified "blocks world", 

essentially a virtual box filled with 

different blocks.

https://www.youtube.com/watch?v=QAJz4YKUwqw


History
Early Successes and Proof of Concept

Auther Samuel (1959)
Machine learning using the 

game of checkers. Created 

a program that can learn 

(self-improvement) to play a 

better game of checkers 

than can be played by the 

person who wrote the 

program.



History

Optimism

Downturn

“AI Winters”



History

Sophia
• Hanson Robotics – Hong Kong

• Promoted as “the world's most advanced and 

perhaps most famous artificial intelligence (AI) 

humanoid robot.”

Accomplishments
• Featured on the cover of popular magazines

• Addressed the UN and world leaders

• Invited to talk at AI meetings & conferences

• Granted honorary citizenship by Saudi Arabia

• Appeared on The Tonight Show w/Jimmy Fallon





History

Significance of Sophia 
• Next Big Thing – Start of the next phase in 

aggressive AI development and funding.

• More Hype – Beginning of an AI winter as 

the promises of the robot are not met with 

actual R&D accomplishments.



History

Artificial General 

Intelligence (AGI)
Systems that are designed 

to emulate human-like 

general intelligence 

capable of reasoning 

about any subject. Also 

called “broad AI.”

Narrow AI
Systems that are designed 

to accomplish a specific 

tasks. Instead of “reasoning” 

about the world in general, 

these systems have discrete 

capabilities to perform 

specific practical tasks



Approaches and Methods

Symbolic Reasoning Machine Learning



Approaches and Methods
Symbolic Reasoning

Physical Symbol System (PSS)
“A physical symbol system has the necessary 

and sufficient means for general intelligent 
action” (Newell and Simon, 1976)

Intelligence = symbol manipulation (words or 

symbolic logic). We think by manipulating 

symbols and machines can be programmed 
to do the same.

“Computational Theory of Mind”



Approaches and Methods
Symbolic Reasoning

PSS Description/Characterization
A physical symbol system is a machine that, as it moves through time, 

produces an evolving collection of symbol structures. Symbol structures 

can, and commonly do, sever as internal representations (e.g., "mental 

images") of the environment to which the symbol system is seeking to 

adapt. They allow it to model that environment with greater or less 

veridicality and in greater or less detail, and consequently to reason 

about it…Symbols may also designate processes that the symbol 
system can interpret and execute. Hence the program that governs 

the behaviour of a symbol system can be stored, along with other 

symbol structures, in the system's own memory, and executed when 

activated. 
Herbert Simon, The Sciences of the Artificial, 3rd Edition



Approaches and Methods
Symbolic Reasoning

Translation = Step-by-step procedures encoded in some 

kind of symbol system, like language.

Driving Directions
From Interstate 71

Go South on I71 to exit 47

Turn East (left turn) 6.5 Miles 

Turn North (Left Turn) onto Weaver Rd.

Go 3.5 miles on Weaver Rd.

Park entrance is on the right (brick arch) 



Approaches and Methods
Machine Learning

Learning, presumably, comes mainly from 

experience, practice, or training, not solely 

from reasoning.

Machine Learning = computer programs 

that extract patters of behavior from data. 
Unlike symbolic reasoning that needs to 

encode all possible behaviors in advance 

and up front, machine learning algorithms 

develop behaviors by discovering (for 

themselves) various patterns in data.

Kaplan p. 27

Arthur Samuel



Approaches and Methods

 Exercise/Demonstration

 Maze Navigation 

 Symbolic Reasoning approach – formulate 

step-by-step instructions for movement 

through space

 Learning – discover best method through 

space by trial and error (i.e. learning from 

data)



Approaches and Methods

 Symbolic Reasoning

 Advantage: Step-by-step (serial) instructions that, if executed 
correctly, will provide consistent results

 Challenge: Programmer needs to know everything in advance (e.g. 

the configuration of the maze, the exact movements of the test 

subject, the desired outcome, etc.) and be able to code these 

items in explicit instructions (symbols)

 Machine Learning

 Advantage: Programmers do not need to know anything. They just 
need to set up the initial situation and observe what happens.

 Challenge: Less control and oversight. Do not know what will 

happen or why until it actually happens. 



Approaches and Methods
Symbolic Reasoning



Approaches and Methods
Machine Learning

Different Types/Varieties
• Decision Tree

• Neural Networks

• Deep Learning

• Bayesian Network

• Reinforcement Learning

• Genetic Algorithms

Explainer Video – Genetic Algorithms

https://www.youtube.com/watch?v=R9OHn5ZF4Uo

https://www.youtube.com/watch?v=R9OHn5ZF4Uo


Approaches and Methods

vs.

Even though the two approaches are introduced at about the same time 

(late 1950s), initial work in AI focused almost exclusively on symbolic 

reasoning approaches. All the energy and funding went to this way of 

doing thing. Machine Learning remains a minor thread until about 1980, 

when it began to gain traction again.  

GOFAI



Approaches and Methods

Symbolic Reasoning is more appropriate 

for problems that require abstract 

reasoning—problems where programmers 

can abstract a desired behavior or 

outcome into distinct steps that can be 

encoded and  followed by a computer.

Machine Learning is better for situations that 

require sensory perception or extracting 

patterns of behavior from noisy data. It works 

when there is a lot of data about something but 

programmers do not necessarily know how to 

describe the behavior in an abstract form.

both/and



Examples/Applications

1. Robotics

Autonomous Vehicles
Social Robots



Examples/Applications

2. Computer vision

Facial Recognition



Examples/Applications

2. Computer vision

http://www.extremetech.com
Apple – Face ID



Examples/Applications

3. Speech Recognition and NLP



Examples/Applications

3. Speech Recognition and NLP



Examples/Applications

3. Computational Creativity

Narrative Science – Quill

“Quill transforms data into automated, human-sounding 

Intelligent narratives that empower your people with 

insights to improve every aspect of your business.”



Examples/Applications

3. Computational Creativity



Examples/Applications

3. Computational Creativity

https://www.ibm.com/watson/music/

https://www.ibm.com/watson/music/


Preview

 AI & Communication

 Texts

 Turing - Computing Machinery & Intelligence

 Gunkel - Communication & Artificial Intelligence 

 PBS - The Chinese Room (video)


