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History of Machine Translation
Warren Weaver

Co-author (with Claude Shannon)
of the Mathematical Theory of
Communication

Translation Memorandum (1947)




(]
[Wiritten 15 July 1949. Publiched in° Machine mamslarion of languages: fowrteen essqys. ed by William
N. Locke and A. Donald Booth (Technology Press of the Massachmsetts Instimte of Technology,
Cambridge, Mass., and John Wiley & Soms, Inc, New York, 1955), p.15-23]

Translation

WARREN WEAVER

What assumptions are operative here? There i 50 e 5 mor h mensin he i fc st iy of npge

mpedes cultwral mterchange between the peoples of the earth mdhamdetexremto
m.ternahonaltmdm’nndmg 'ﬂ:epue;entnmorandmn assuming the vahidity and mportance

Objective:

There is no need to do more than mention the obvious
fact that a multiplicity of languages impedes cultural
Interchange between the peoples of the earth, and is a
serious deterrent to international understanding. The
present memorandum, assuming the validity and

Importance of this fact, contains some comments and
suggestions bearing on the possibility of contributing at
least something to the solution of the world-wide
translation problem through the use of electronic
computers of great capacity, flexibility, and speed.

h:r‘e &mmﬂv the same eqmpmemto bring to bear on this problem They have vocal organs

nts and suggestions bearing on the posmibility of

b the solution of the world-wide tranzlation problem through
f zreat capacity. flexability, and speed.

m wall surely be mcomplete and naive, and may

ﬂseﬁeld—foﬁhezuﬂnn:cenzmh not such.

ecdote—Language Invariants

ished mathematician whom we wall call P, an ex-Gemman
Jmversity of Istanbul and had learned Twkish there. told W.

e. knowing that P had an amatew mterest m cryptography,

at he had worked out a deciphenng technique. and asked P to
n which he mught try his scheme P wrote out in Tudush a
brds; simplified 1t by replacmg the Twikash letters ¢, 2.1, 6. 3,

tively; and then, using something more complicated than a

ed the message to a cohmn of five<izit mumbers. The next
uficant) the colleague brought his result back. and remarked

with success. But the sequence of letters he reported. when
and when muldly comected (not enough comection being
who knew the lanzuage well), tuned out to be the ongnal

. at least for present purposes, 15 that the decoding was done
wkizh, and did not know that the meszage was m Twkich.
e well-known mstance m World War T when it took our
onths to determme that a captuwred message was coded from
zlatrvely short ime to decipher it, once they knew what the

e whole field of cryptography was so secret, it did not seem

ils of thys story; but one could hardly avaid guessing that
cies of letters, letter combinations, mtervals between letters

terns, etc., which are to some sigmificant degree independent
rwce leads one to suppose that m the mamfold instances m

oped languages, there are certam mvanant properties which

ne statistically useful degree, common to all languages.

ow, a famous theorem of philology. Indeed the well-known

2 fhh:llerandotber for the origin of lanzuages, would of
on features in all languages, due to thew essentially sumlar
i, in any event, there are obvious reasons which make the

ages—at least all the ones under consideration here—were

. and all men, whether Bantu or Greek, Islandic or Penmvian,



Review

Operative Assumptions
- Utopian Vision and Objective
- Linguistic Difference is a problem
- Technological Determinism

- Communication = Cooperation



Language and Logic

A more general bazis for hoping that a computer could be designed which would cope
with a useful part of the problem of ranslation 15 to be found i a theorem which was proved
in 1943 by McCulloch and Pitts.' This theorem states that a robot (or a computer) constructed
with regenerative loops of 2 certain formal character 15 capable of deducmng any legitimate
conclusion from a fimte set of premises.

Nome there ore -prale 2loo elements m language (mtwitive sense of style,

pne must be pessmmstic about the problem of literary
1age 15 an expression of logical character, this theorem

Translation Methodology:

. . .. .. . ; ion and Cryptography
Think, by analogy, of individuals living in a series of tall closed towers, all  }.ium gl N R R
erected over a common foundation. When they try to COMMUNICAte With  [emssen soces. fnd it = st 20 base 2 levl of
. his theory includes the whole field of cryptography.
one another, they shout back and forth, each from his own closed tower. ey s o i il sypogiat e,
It is difficult to make the sound penetrate even the nearest towers, and o N s I8 & o jicee o e et e
s :imp!yabo.ok“ﬁneninEngli:h which was coded

communication proceeds very poorly indeed. But, when an individual cfl methods o sovig slmort sny cvplogapi
. . . . ey interpretation we already have useful me s tor

goes down his tower, he finds himself in a great open basement, common |
. . . foreground an aspect ofl the x::attex tlazt probably 1s

to all the towers. Here he establishes easy and useful communication e e

which at stated confidence levels will produce a
ant "ervor,” are almost surely attainable.

with the persons who have also descended from their towers. e of this memorandn t0 mphasos it sarisical
;a !eadzJ\:el;_yf :atmully t;». ;3-15 m fact a special case

Thus may it be true that the way to translate from Chinese to Arabic, or TR i e
from Russian to Portuguese, is not to attempt the direct route, shouting age and Invariants
from tower to tower. Perhaps the way is to descend, from each language, [o5: be most promisng pproes of all is one based

that 15 to say. an approach that goez:odeepl?' mto
down to the common base of human communication—the real but as Yt [ ivis ins see of ai cosed towers. a erscied

fry to communicate with one another. they shout back

undiscovered universal language—and then re-emerge by whatever er It is @ifficult to make the sound penstrate even the

oceeds very poorly indeed. But, when an mdividual

particular route is convenient. B et iyt it i 2.t Rt

communication with the persons who have also

Thus may it be true that the way to translate from Chinese to Arabic, or from Russian
to Portugzuese, 15 not to attempt the direct route, shouting from tower to tower. Perhaps the
way 15 to descend. from each language. down to the common base of human
commumcation—the real but as yet undiscovered unrversal language—and then re-emerge by
whatever particular route 15 convenzent.




Translation between languages




Common base of human communication
The real but as yet undiscovered universal language



MT Methods
« Rule Based MT

« Example Based MT
o Statistical MT
 Machine Learning MT




1. Rule-Based MT

« Words in one language are cross
referenced to words in another
language (i.e. bilingual dictionary)

“Translation module” links the two
languages through a series of
transformation steps that are specific
to that particular pair.
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1. Rule-Based MT

File Edit View History Bookmarks Tools Help
JL:/niu_dlasses/coms493/translator e+ X s

' > C B @ file:///L:/niu_c e 9 1’.}‘ LN @ D »

Basic Translator - English to German

_>> |

<html>

<script>
function xlate ()

{

source = document.getElementById("english”) .value;
1o") target

else if (source=—

else if (source=—

else if (source=—

else if (source=——

else if (source=—

else if (source=—

else if (source=—=

else if (source=—

else if (source=—

else if (source=—

else target =

document.getElementById(“"german”) .value

}
</script>

<body>
<form>
Basic Translator - English to German
<p><input type="text" id="english">
<input type="button" wvalue=">>" onClick="xlate()">
<input type="text" id="german"></p>
</form>

</body>
</html>




1. Rule-Based MT

» Problems/Limitations of Rule Based MT

» Exceptions — Language use does not follow
exact grammatical rules. There are numerous
exceptions and variations.

» Language Pairs — Rule based MT is organized
around language pairs. This creates a problem
when you try to scale the approach to multiple
languages



1. Rule-Based MT

» Rule Based MT Mathematics
» Language Pairs = n (n-1) translation modules
» 2 languages: 2 (2-1) = 2 translation modules

German to Japanese B Japanese to German

» 3 languages: 3 (3-1) = 6 franslation modules

German to Japanese B English to Japanese g German to English
Japanese to German @ Japanese to English @ English fo German

» 9 languages: ? (9-1) = 72 translation modules



1. Rule-Based MT

» Possible Solution = Interlingua

» An infermediary language that mediates between different
languages

» 2n translation modules - 3 languages = 6 MT modules




1. Rule-Based MT

The different approaches to rule-based MT—or

what is also called “classical MT” (Jurafsky and interlingua
Martin 2017)—can be organized into three
main variants: Direct, Transfer, Interlingua.
“These three kinds of approaches,” As Thierry
Poubeau (2017, 28-29) explains “can be
considered to form a continuum, going from a
strategy that is very close to the surface of the
text (a word-for-word translation) up to ouree

systems trying to develop a fully artificial and

abstract representation that is independent of Vauquois Triangle
any language.”




1. Rule-Based MT

LANGUAGE
AND
MACHINES

The three methods of rule based MT
(direct, transfer and interlingua)
experienced enthusiastic support in
the wake of Weaver'’s Translation

A Report by the

Automatic Language Processing Advisory Committee
Division of Behavioral Sciences
National Academy of Sciences

National Research Council

memo. But already by the late 1950s,
optimism for success with these MT
efforts began to lose ground and
were increasingly the target of
criticism.

Publication 1416

Mational Academy of Sciences Mational Research Council
Washington, D. C, 19686

ALPAC Report - 1966



1. Rule-Based MT

altavista

Home» Tools » Babel Fish Translation

Translate a block of text

Translate a Web page

Add Babel Fish Translation to your site. POWET _
Tip: You can now follow links on franslated web pages. < SYSTRAN

Altavista’s Babel Fish — Systran (1990s)



2. Example Based MT

Parallel corpora = textual pairings of the same
content in at least two different languages
Use parallel corpora to provide example
translations.

First Reading of Senate Public Bills

S-205 — October 25, 2016 — An Act to amend the Canada Border
Services Agency Act (Inspector General of the Canada Border
Services Agency) and to make consequential amendments to
other Acts.

S-215 — January 30, 2017 — An Act to amend the Criminal Code
(sentencing for violent offences against Aboriginal women).

S-225 — June 16, 2016 — Mr. Carrie (Oshawa) — An Act to
amend the Controlled Drugs and Substances Act (substances
used in the production of fentanyl).

Premiére lecture des projets de loi d'intérét public
émanant du Sénat

S-205 — 25 octobre 2016 — Loi modifiant la Loi sur I’Agence des
services frontalicrs du Canada (inspecteur général de 1I’Agence
des services frontaliers du Canada) et d’autres lois en
conséquence.

S-215 — 30 janvier 2017 — Loi modifiant le Code criminel (peine
pour les infractions violentes contre les femmes autochtones).

S-225 — 16 juin 2016 — M. Carrie (Oshawa) — Loi modifiant la
Loi réglementant certaines drogues et autres substances
(substances utilisées dans la production de fentanyl).

Canadian Parliament’s Order Paper and Notice Paper



XO I I I ‘ e B O S e d M | ARTIFICIAL AND HUMAN INTELLIGENCE (A. Elithorn and R Banerji, editors).
([ ] Elsevier Science Publishers. B.V.

ATO, 1084

Chapter 11

A FRAMEWORK OF A MECHANICAL TRANSLATION
BETWEEN JAPANESE AND ENGLISH BY ANALOGY
PRINCIPLE

MAKOTO NAGAO

Department of Electrical Engineering. Kyoto University, Kyoto. Japan

Summary

Problems inherent in current machine translation systems have been reviewed and have been shown to
be inherently inconsistent. The present paper defines a model based on a series of human language
processing and in particular the use of analogical thinking.

Machine translation systems developed so far have a kind of inherent contradiction in
themselves. The more detailed a system has become by the additional improvements. the clearer the
limitation and the boundary will be for the translation ability. To break through this difficulty we have
to think about the mechanism of human translation, and have to build a model based on the
fundamental function of language processing in the human brain. The following is an attempt to do this
based on the ability of analogy finding in human beings.

1. Prototypical consideration

Let us reflect about the mechanism of human translation of elementary
sentences at the beginning of foreign language learning. A student memorizes the
elementary English sentences with the corresponding Japanese sentences. The first
stage 1s completely a drill of memorizing lots of similar sentences and words
English, and the corresponding Japanese. Here we have no translation theory at all fo
give to the student. He has to get the franslation mechanism through his own mstinet.
He has to compare several different English sentences with the corresponding
Japanese. He has to guess, make inferences about the structure of sentences from a lot
of examples.

Along the same lines as this learning process, we shall start the consideration
of our machine translation system, by giving lots of example sentences with their
corresponding translations. The system must be able to recogmize the sumilarity and

M @ I(O 'I'O N a g ao - ] 98 5 the difference of the given example sentences. Initially a pair of sentences are given, a

simple English sentence and the corresponding Japanese sentence. The next step 1s fo

give another pair of sentences (English and Japanese), which 1s different from the first
7 one word.




2. Example Based MT

Example-based MT garnered considerable attention during the 1980s
and was especially attractive for systems designed to handle Asian
languages. But this approach to developing MT applications does
have important limitations.

1) It requires a large number of parallel corpora that are aligned, if at
all possible, at the sentence level. Fortunately this kind of data
became increasingly accessible throughout the 80's as documents
were digitized and uploaded to the Internet.

2) But even though the number of parallel corpora have increased
considerably since the privatization of the Internet, there are sfill
situations where aligned fragments cannot be identified. When this
occurs, example-based MT systems either fail or need to fall back on
direct word-for-word franslations.




3. Statistical MT

Translation model based on probably and
stafistics instead of grammatical rules.

Parallel corpora provide translation data. Large
number of bilingual texts.

Bilingual corpus

BRIAIL =T —Ya>OFBRTHD, (several hundred thousand
to several million sentences)

EHEREICHEREERSG L.

The prime minister strictly ordered ...

Statistical model
trainer
Decoder AW, ADBKR, #HE, R ..
Statlstlcal model Poverty, population policy, education, ...

Equivalent to translation rules BEAZRYEL RRRIERSRIC ...
and bilingual dictionary The security environment surrounding ...

Language is a means of communication. //

Fig. 1. Ouitline of statistical machine translation.




3. Statistical MT

el Ny

-lwant -togo -to - the beach - more pretty
- I love - to work - at - the seaside - most pretty
- | like -torun -per -the openspace - more lovely
-l try - to appear - most lovely
-Imean -tobeon - more tidy

-to be - most tidy

- to leave

- to pass away

- to forget

I'love | toleave | at | the seaside | more tidy.
I'mean | tobeon | to | the open space | most lovely.

Ilike | to be |on | per the seaside | more lovely.

I'mean | to go | to | the open space | most tidy.

1) Sentence to be translated is broken
up Info linguistic chunks, i.e. individual
words or sequence of words.

2) Translation program looks to the
bilingual corpora to find all the
different ways human translators have
translated these words (or sequence
of words) in the past.

3) The program generates 1000's of
different possible translations. It then rates
these different translations based on the
probability that they actually have
occurred in the target language. Some
are more like to occur than others;
program picks the most likely version.



3. Statistical MT

Inside Google Translate

— :

ogle Translate (2006-2016)

o Stafistical Machine Translation (SMT)
e Quality varies between different

language pairs due to number of
available translated documents
e Supported 103 different languages

http://translate.google.com/about/intl/en ALL/



http://translate.google.com/about/intl/en_ALL/

3. Statistical MT

» Problems/Limitations of SMT

» Complexity — SMT is complicated
to build and maintain. Every new

HOW MACHINE TRANSLATION WORKS AT YANDEX

And it studies examples of one language
to create a language model.

LANGUAGE MODEL
A list of words and phrases indicating

p 'e | r O.I: | an g Sle g es re q U i res e Xp e r.I. S “t'r'?'p;ﬁf&ﬁ'ﬁéﬁ?!i'ﬁ!’#'!:f‘.’-.”r‘."e. their “popularity” mthe language.

to tweak and tune a new multi-
step franslation process.

» Data Limitations — Need a |ot of
parallel texts. Some language
pairs have a lot, others have very
little. Translation quality depends
on the number of available texts.

https://yandex.com/company/technologies/translation/



https://yandex.com/company/technologies/translation/

4. Machine Learning MT

Use a neural network to discover translation
patterns in data

Feed the network the parallel corpora and the
machine discovers the translation by itself

Input:

One word at a time Stateful Model

Stateful Model Encoded sentence
Second Recurrent
Neural Network

(Decoder)

"Machine",

Lefi:.'.' ng. ___ » Neural Network

"Fun" (Encoder)

0.122

First Recurrent ‘ 0.636

Memory of previous words
influence next result

Memory of previous words
influence next result

Qutput:
One word at a time

"Aprendizaje",
"automatico",
llesII*
"divertido"

https://medium.com/@ageitgey/machine-learning-is-fun-part-5-language-translation-with-deep-learning-and-the-magic-of-sequences-2aceOaccalaa



4. Machine Learning MT

Learning Phrase Representations using RNN Encoder-Decoder
for Statistical Machine Translation

Kyunghyun Cho
Bart van Merriénboer Caglar Gulcehre Dzmitry Bahdanau
Université de Montréal Jacobs University, Germany

firstname, lastnamc@umontreal . ca d.bahdanaull jacobs—university.de

Fethi Bougares Holger Schwenk Yoshua Bengio
Université du Maine, France Université de Montréal, CIFAR Senior Fellow
firstname.lastnameflium.univ-lemans. fr find.mefon.the.web
Abstract Along this line of research on using neural net-
works for SMT, this pape

In this paper, we propose a novel neu- ral netwark architechme ° °

ral network model called RNN Encoder— of the conventional phr. L P h R t t

Decoder that consists of two recurrent The proposed neural net e a rn I n g ra S e e p res e n a I o n s XX
neural networks (RNN). One RNN en we will refer to as an RNN

st sk il L ol « Scientific Paper published in 2014

R act as an encoder and a
decodes the representation into another se- coder maps a variable-len

f symbols. The encoder and de- or- and 1 D 'I' 'I' 'I'h f blT f RNN
i R e e er e * bemonsirare e 1easiollity O
trained (0 maximize the conditional prob- sequence. The two netwo

ability of a target sequence given a source aximize the conditions f h -I- | 'I- 'I' |<
sequence. The performance of a statisti- :_:]“z:f ;‘h:(';o: i:::jl O r m O C I n e rO n S O I O n O S S
cal machine translation system is empiri- we propose to use a ra . .
cally found to improve by using the con- unit in order to improve both the memory capacity
ditional probabilitics of phrasc pairs com- and the ease of training.
puted by the RNN Encoder-Decoder as an
additional feature in the existing log-linear The proposed RNN Encoder-Decoder with a
model.  Qualitatively, we show that the novel hidden unit is empirically evaluated on the
proposed model Icarns a semantically and task of translating from English to French. We
syntactically meaningful representation of train the model to learn the translation probabil-
linguistic phrases. ity of an English phrase to a corresponding French
phrase. The model is then used as a part of a stan-
1 Introduction dard phrase-based SMT system by scoring each
phrase pair in the phrase table, The empirical eval-

Deep neural networks have shown great success in 2 : :
¢ P DR v 2 uation reveals that this approach of scoring phrase




4. Machine Learning MT

Input

-y - 1) Recurrent Neural Network (RNN)
™~ A neural network where the previous

— - state of the network is used as one of

| tRuiEE Nef:;":::ork the inputs fo the next calculation. This

— allows the network to find patterns in
Input #3

a sequence of data.

Input #1

Input: Stateful Model Ovutput: . A
One word at a time Encoded sentence 2) EnCOdIng/DeCOdlng

Turn words into a series of numerical
E’ At measurements. This permits us to
Neural Network . .
represents every possible different

sentence in any language as a series of
unigue numbers and vice versa.

Memory of previous words
influence next result




4. Machine Learning MT

Input: Output:
One word at a time Stateful Model Encoded sentence Stateful Model One word at a time

“Machine’, First Recurrent 0.636 Second Recurrent '::ﬁprend;;aieg:'.
LE?;?.'"“ ' ——  Neural Network 0.122 Nevural Network amf:;..t'm ’
"Fun" (Encoder) 0.981 (Decoder) "divertido"

Memory of previous words Memory of previous words
influence next result influence next result

3) Sequence-to-Sequence Translation

Put two RNNs together.

The first RNN generates the encoding that represents an English sentence.
The second RNN takes that encoding and decodes it into Spanish.



4. Machine Learning MT

» Features/Limitations

» Do not need 1o know how 1o franslate
between languages. The computer
figures this out for itself.

» Limited by the amount of fraining
data and available computer power
to process the data.

» Examples

» Google Neural Machine Translation
(GNMT) = 2016

» Microsoft Skype (2017)




4. Machine Learning MT

“Hi, Grandma! I
am so excited to
speak to you!”

Automatic
Speech
Recognition

A deep neural network
analyzes Lydia’s speech
against audio snippets
from millions of previously
recorded samples and
transforms the audio to a
set of text candidates.

Speech
Correction

“s-so excited, ah...”

"

so excited

“so excited...”

Speech disfluencies—those
“ums," “ahs," stutters and
repetitions—are removed,
and the top choice among
the sound-alike words is
made, getting the text
ready for translation.

¥ Translation

English l

Espanol

Skype Translator has learned
how dozens of languages
align with one another by
reviewing millions of pieces
of previously translated
content. Using Microsoft
Translator, the same tool
used in numerous Microsoft
products, it applies this
knowledge to quickly
translate the text into
Spanish.

?

Microsoft Skype

Text to
Speech

> Using and
Teaching

(=)
i/ using
@® | thesystem
=

“iHola, abuelita! jEstoy
muy emocionada de
hablar con usted!"

teaching E ]
the system ‘
Increased usage and user
feedback, plus constant
refinement by human
transcribers, help Skype
Translator learn and get
better.

https://www.youtube.com/watch?v=JrITzS7Fk60



https://www.youtube.com/watch?v=JrlTzS7Fk6o

Review

MT Objective = Real-Time Translation

« Star Trek “Universal Translator™
« Overcome linguistic difference

' B 4



 Why bother learning another language®@
* |s the “foreign language’” requirement obsolete?

 Have we automated foreign language learning out




| Assumptions from Babel
gl - One language = Good

Many languages = Bad
Monolinguism = God-like Powers
Linguistic Diversity = Impotence

&
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Review

Rethinking Babel

The ripened humanity of language, its indispensable
conservative and creative force live in the extraordinary §=
diversity of actual tongues, in the bewildering profusion |
and eccentricity (though there is no center) of their
modes. The psychic need for particularity, for ‘inclusion’
and invention is so intense that it has, during the whole
of man's history until very lately, outweighed the
spectacular, obvious material advantages of mutuadl
comprehension and linguistic unity. In that sense, the
Babel myth is once again a case of symbolic inversion:
mankind was not destroyed but on the conftrary kept
vital and creative by being scattered among tongues
(George Steiner).
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1 Another Perspective on Babel
ll Linguistic diversity is not a bad thing. It is a
8 survival mechanism, like bio- dlver3|’ry

A plurality of languages is positive and
learning to operate in different languages is
e crucml fo human innovation and success.
G et ——_— it o irvenbuane
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ntextual Understanding by
Computers
STATIONS ABOUT SIGN IN

Josern Wmziveaos
Massackuserts In of Technology, Cambridge, Mass.

A further development of o computer program (ELZA)

copoble of convening i noteral languoge is discussed. The n AD l D

importonce of context to both human ond mochine understond.
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Natural Language Processing
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completely charmed
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bf the computer is gendered male) participates in a B
mulating relationship” with his human companions and e
| accomplishments. And when things do go wrong—and they do go

a of Star Trek the Next Generation not only produces intelligible

; these articulations with gestures, facial expressions, and other
igned to assist humans in working and interacting with the device.
ses language. Its “vocali

t fiction. Creating machines that can talk or communicate with

ng what is called “natural language,” has been one of the
1the very beginning. It was the first item on the of proposed

hed by the Dartmouth summer cenference of 1956 —"an

how to make machines use language" —it comprised the defining
nachine intelligence” in Alan Turing's agenda-setting paper from
:d and demonstrated in some of the earliest applications, lik
pregram and Terry Winograd's SHRDLU. For this reason, wi
ucing natural human language content is not one application
ng application. In this chapter we will lock at Natural Language
1 two particular implementations—chatbots and spoken dialogue

which, in turn, is derived from a concatenation of the
010, 77). Bots, therefore, consist of a chunk of software
mplish some particular reutine task automatically and
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PandoraBot QuickStart
PandoraBot Tutorial

Build a Bot

A tutorial for using AIML 2.0 and the Playground Ul.




Exercise

Experiment with Chatiterbots Fiboninl
Objec:’rive - Leom CIbOUT The b build a bot using the Playground Ul
capabilities and limitations of this
approach to NLP by building our
own chaftterbot.

Procedure — Use Pandorabofts to -

program a bot using AIML (Artificial Ild gl BOt
Intelligence Markup Language), ing AIML 2.0 and the Playground Ul
which is writtfen in XML syntax.




Slg n | n hitp://pandorabots.com

Sign In

f sign in with Facebook
G Sign in with Google

© Sign in with GitHub
Y sign in with Yahoo




Editor

pandorabots &
beta

®, MY BOTS [+]
@ protobot (i} J h' O
e Sessions Interactions/Session

& CLUBHOUSE > a3 i i
Jiew Past 30 Davs View Past 3 View Past 30 Days (> View Past 30 Days

©® HELP >




Create New Bot

493 + Last Name + bot

Create Bot

Please specify your bot's name, language, and optional base content.
Name: 493gunkelbof|
Language: English

Content: @ Blank Bot

Cancel Create Bot




Files — Write AIML

pandorabots &
beta
® MY BOTS (+]
@ protobot ()} AIML i %
udc
© 493gunkelbot 4 Maps 1 «?xml version="1.8" encoding="UTF-8"2>
2~ <aiml>
[# Edit Sets 3+ <category>
«f Deploy Substitutions 5 Spatkesns s patterns
<template>I have no answer for that.</template>
¢ Logs System </category>
fif Delete </aiml>

& CLUBHOUSE >

© HELP >

Status: Saved Editing: udc.aiml No. of items: 1 Last Modified: 3/7/2018, 6:37:58 AM Load Order:
1




Writing AIML

XML Primer

AIML is an extension of a language called XML.

It is written using “tags” (code) and text..

Some tags come in pairs, While others are “self-
with some content (text closing” and do not

and/or other tags) appearing require a partner or an
in between: inner string:

<template>Some string goes <get name="age” />
here</template>

4@ p o Side20~ | ] Google



Writing AIML

Hello world!

<category>

<pattern>HI</pattern>
<template>Hello world!</template>
</category>

@& p o Side22v |7 O

<pattern>
Matches what the user
says

<template>
What the bot replies

uman. Hi
“ot: Hello world!

Google



Writing AIML

Explaining the “tags”

<category> - delineates the beginning and end of the category.

<pattern>HI</pattern> - defines a pattern that matches a certain input from the
user. AIML matching does not differentiate between capital and lowercase
letters (i.e. if the client said either “hi” or “HI”, the bot would match this category.
We use all caps to make the code more readable).

<template>Hello world!</template> - defines the bot’s response to the
matched pattern. Capital letters do matter in the template!

</category> - marks the end of the category

@& p o Sidezv |2 O Google




Writing AIML

Pattern Matching

The bot will search through all of its categories to form a match with the
user input.

Keep in mind that the pre-processor strips the input of all punctuation,
therefore, you should not include punctuation marks in your patterns!

WRONG CORRECT
<pattern>What is your name?</pattern> <pattern>WHAT IS YOUR NAME</pattern>

@ p o Side2av | O Google



Writing AIML

Ultimate Default Category (UDC)

What if the user input does not match any of the patterns you have
defined?

The Ultimate Default Category (UDC) is used by the bot to provide an
answer if no other suitable category can be matched.

<category>

<pattern>*</pattern>

<template>| have no answer for that.</template>
</category>

@ p o Side27v |27 O Google




Writing AIML

Randomized responses

You can use the <random> tag to provide many different responses for
the same input pattern. This is especially useful in the UDC because it
can hide the fact that your bot is relying on a default answer.

<category>

<pattern>*</pattern>

<template> Each time this category is
<random> matched, the bot will pick
<li>What was that?</li> one of the list elements (<Ii>)
<li>| don’t understand</li> at random as its response.
<li>Can you say that more clearly?</li>

</random>

</template>

</category>

& p o Side2s~v |27 O Google




Wildcards *

The * Wildcard

The * symbol is able to capture 1 or more words in the user input.

<pattern>HELLO *</pattern>

This pattern would match all of the following inputs:
Hello there!

Hello Daniel.

Hello my good friend.

But not the word “Hello” by itself, because there must be at least one
word captured by the * wildcard to form a match.

@ p o Side31v | O Google




Wildcards A

The » Wildcard

The * symbol is also a wildcard, however, it can capture 0 or more words.

<pattern>HELLO “</pattern>

This pattern would match all of the following inputs:

Hello.

Hello there!

Hello Daniel.

Hello my good friend.

@ p o Side32v |52 O Google




Wildcards - <star/>

More Wildcards

You can “echo” the words captured by the wildcard from within the
template by using the <star/> tag.

<category>

<pattern>MY NAME IS *</pattern> Human: My name is Daniel
<template>Hello, <star/>.</template> 2ot Hello, Daniel.
</category>

& p o Sidedo~v |22 O Google




Wildcards - <star index=''n"/>

A

Multiple Wildcards

You can have more than one wildcard per pattern. You can echo multiple
wildcards in your pattern by using <star index=“x"/>, where x
corresponds to the index number (position in the sentence) of the
wildcard:

<category>

<pattern>MY NAME IS * AND | AM * YEARS OLD</pattern>
<template>Hi <star/>. | am also <star index="2"/> years old!</template>
</category>

& p o Siided1 v |27 O Google



Variables

What are variables?

In programming, a variable is a symbol whose value can be changed.

AIML has variables as well. These can be used to store information about
your bot, user, or anything else you would like. There are 3 types:

1. Properties - global constants for a bot. Can only be changed by the
botmaster.

2. Predicates - global variables for the bot. Usually set by the client when
a template is activated.

3. Local variables - which are just like predicates, except their scope is
limited to one category.

@ p o Sideas~ |7 O Google



Variables — Predicate

Setting Predicates

Using a predicate variable, you can write a category that will store the
name of the client. This category will store the client’s name under a
predicate called “name”:

<category>

<pattern>MY NAME IS *</pattern>

<template>Nice to meet you, <set name=“name”><star/></set></template>
</category>

Note how the use of the * wildcard and <star/> allows us to write a single
category that will capture any name!

& ) o Sideds5~ | =7 O Google




Variables — Predicate

Recalling Predicates

Once you have set a predicate, it can be recalled elsewhere in your AIML.

<category>
<pattern>WHAT IS MY NAME</pattern>
<template>Your name is <get name="name”/>.</template>

</category>

If you have set the predicate using the category on the previous page,
this will now recall the value of the predicate called “name”.

@ p o Sided6~ | =7 O Google



Variables — Predicate

Predicates (altogether)

The categories you have just written would enable a conversation like the
one below:

Auman: My name is Daniel.
10t Nice to meet you, Daniel.

{uman: What is my name?
‘ol Your name is Daniel.
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Variables — <think>

Setting variables with <think>

You can set predicates and local variables “silently” by using the think
tags within the template.

Any code within the think tags will execute, however, it will not appear in
the text of the bot’s response.

<category>

<pattern>MY NAME IS *</pattern>

<template><think><set name="name”><star/></set></think>
Hi there.</template>

</category>

& p o Sidedd~ |27 O Google



Conditionals

Conditionals

The values of predicates and local variables provide a third type of
context in AIML.

Using the <condition> tag, a bot can respond differently to the same input
depending on the value of a predicate or local variable.

This concept is the same as an IF - THEN - ELSE statement found in most
programming languages.

@ p o Sided1i~v |7 O Google



Conditionals

2

Conditionals: Test Case |

Consider the following:

“uman: Today is Monday.
Zot: The start of the work week!
“uman: Today is Tuesday.
“ot: Tuesday already?
1. Today is Wednesday.
“ot: Humpday, we're halfway to the weekend!

The bot answers differently depending on what day it is.

Using the <condition> tag, we can enable this conversation with a single
category!

& p o Sides2v |22 O Google



Conditionals

2

Conditionals: Test Case |

The condition lives within the template.

<condition name="today”>

<li value="Monday">...</li>

<li value="Tuesday™>...</li>

<li value ="Wednesday™>...</li>
</condition>

The opening tag specifies the name of a predicate to check for. IF the
value of the predicate matches the value of any list element (<li>), then
the text of that element will be returned.
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Conditionals

Conditionals: Test Case |

Altogether, the category for our test case would look like this:

<category>

<pattern>TODAY IS *</pattern>

<template> : .

<think><set name="today"> <star/></set></think> The final l'_St element
<condition name="today"> (the one without a

<li value="Monday">Ah. The start of a new week.</li> value attribute) will be

<li value="Tuesday">Tuesday already?</li> .
<li value="Wednesday>Humpday, halfway to the weekend!</li> returned if the .n_one of
the other conditions

<li>That isn't the name of a day!</li> are met.
</condition>
</template>
</category>
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Conditionals

Conditionals: Test Case |l

You can also use conditionals to check the status of a predicate, i.e.
whether or not it has been set.

<category>

<pattern>WHAT IS MY NAME</pattern>
<template>

<condition name="name”">

<li value=""">Your name is <get name="name"></li>
<li>You haven't told me your name yet!</li>
</condition>

</template>

</category>

If the “name” predicate has been set to anything (denoted by the
asterisk), the first list element will return, otherwise the second.
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