The Killer App:

Technology, Drones & Ethics

F—'fl David J. Gunkel

Northern lllinois University

E@ dgunkel@niu.edu




Introduction

1. Defining application of recent
technological innovation: telepresence,
augmented reality, HD imaging,
wireless data communications, etc.

2. Literally an application that kills.

“Need to neutralize enemy combatants
and terrorists?” There’s and app for that.
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Introduction

“As covert drone strikes become the norm
actions or conduct by individuals that, in
other circumstances, would lead to
Investigation or detention are increasingly
blurring into a basis for lethal targeting. The
result is that an ever-greater number of

Individuals are vulnerable to lethal targeting,
and accordingly a larger number of civilians
are at risk of either being killed or harmed as
a result of collateral damage, or due to
mistaken beliefs about their identity or
associations” (p. 75).
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When drones kill, who is responsible?

Who is to be praised for successful operations by drones?
Who can or should be blamed for mistakes or failures?



1. Default Setting

Default = A setting, mode of behavior or a
value that is automatically assigned and

operative. The normal way of doing things.



:

1. Default Setting |l




1. e

{1

;

It Setting

’ 4 ~ ) LAANS
A ‘ V) e ks
' - ¢ \ L0
. : (. 7/ : .
? . e | 'y .,L;;}\
i O : &
. p
; A .
. N
’
: .
) .

“The instrumentalist theory offers the
most widely accepted view of
technology. It is based on the common
sense idea that technologies are
‘tools’ standing ready to serve the
purposes of users. Technology Is
deemed ‘neutral,” without valuative
content of its own.” — Feenberg 1991




1. Default Setting
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1. Default Setting

Predator Drone
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1. Default Setting
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1. Default Setting
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1. Default Setting
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ﬁ,‘h. Awthorization to Use Military Force (AUMF) Operations

* (S/NF) Step 1 - “Developing a target” to “Authorization of a target”

TF 48-4 direct action operations are conducted under execution orders for Operation Copper
Dune (AP/Yemen) and Operation Jupiter Garret (EA/Somalia)

These orders specify delegated authorities, authorized targets and criteria for action

TF intelligence personnel, with support from IC partners, builds the case for action

This information, in a condensed format POTUS Current Authorization
known as a “baseball card (BBC)”, is packaged a to Action List

with the operations information into a PDC/PC ’"'l’;:'m Gh“'l"‘ a
“CONOPS” pat;kage and staffed t{p to higher SECDE? e e >
echelons—ultimately to the President Sy

If proven that the target o= * (S/NF) Step 2 - “Authorizing” to “Actioning”

presents a threat to U.S. interest GCC —~ If POTUS approves the CONOP, operations
or personnel, then a 60-day a enter a targeting cycle
TF-9-22

aut‘hor!zat.uon to — Actionable intelligence provides potential targeting
action is given . TF-48-4 Sirdenis
[ s I A —~ The targeting window suitability is determined by ROE:
Folder -~ must be Low CDE , “near certainty” of HVI presence based

R
4 TF Team : . : ‘ .
R on two forms of intelligence, no contradictory intelligence

A nas —~ TF, GCC, CoM, CoS, HN Gov all must concur or no strike occurs
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http://theintercept.com - The Drone:Papers



THE CHAINOF

States

e . ww o ww ww ww ww ww ww wm ww ww ww ww wm ww wm ww wm . ww ww wm o ww ww ww W ww ww s ww ww ww e ww e ww oww e ww oww oww o

t0CP000CROG @

Tom Donilon MWillarxy Timothy Leon Pametta fric Melder Stewen Chu Jaset Jetfrey Jacob Lew John Bremsan James Gen. Rartin
National Clinton Geithner Secretary of Attorney Secretary of Magelitamo ients Chief of Counter- Clagper Deapsay
Secursty Secretary Secretary of Defense General Energy Secretary Director of Staff terrorisa Directer Chairean of
Adviser of State the Treasuty of Reemland OMB Adviser of Natienal the Joint
Security Intelligance Chiefs of
Staff

A Principals Committee

STEP ONE: Lo romers STEP TWO:

CHOOSING A S TAKING A
TARGET STRIKE

SN
Gen. Martin
Dempsey
Chairmas of
the Joist
Chiefs of

Staff

According to a Pentagen stedy JS0C Task Gen. James
obtained by Thelsterpe, President Force ::::::..
Obana signed of f on 62-day Conmandey
autherizations to kill susgected

terrorists, but did mot sign off en

individual strikes. This graphic

shows the of f1cials who would have 3

Been involved is appreving targets .
10 Yemen 1s eaxly 2012, according to "

the chain of command Laid out in the

study

Gerald CIA Staties Maos Rabbu
Felerstein Chief in Yemen Massour Hadi
Asbassader to President of

ttp://theintercept.com - The Drone/Papers

Gen, James
Rattis Centoom
Commander




1. Default Setting

‘@ + Human Responsibility — The drone is

8l just a tool that Is used more or less
responsibly by a human operator. There

IS always a human in the loop.

ﬁ -

B — Many Hands Problem — Drones are

| deployed within a network of different

actors, I.e. operator, commanding

g officer, government agency, executive

officer, president, etc.

Join Barack’s Beombers?
Kill 9nnocent Civilians Without ﬂmv‘ing ?/ou't Dask!




2. Actor Network Theory

Actor Network Theory = Distribute
agency and moral responsibility across a

network of interacting human,
Institutional and machine components.
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2. Actor NetworkTheory

Technological Determinism
“Contrary to what many people
Intuitively think, technologies are not
simply neutral instruments that

much more: they give shape to what
we do and how we experience the
world.” — Verbeek 2011
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+ Complexity: Agency is distributed
across networks composed of both
§ diverse human and non-human elements.
/”% — Dodge Responsibility: Shift
responsibility across the network in order
to protect other actors in the network.

S




3. Machine Ethics

Machine Ethics = Giving machines ethical
principles or a procedure for discovering a
way to resolve the ethical dilemmas they
might encounter, enabling them to function
In an ethically responsible manner through
their own ethical decision making.




MAN-LIKE MACHINES RULE THE WORLD!
facimin Tales of a Strange Tomorrow

ASIMOVY "S5 THREE LAWS OF ROBOTICS ml RoBoT

1. A ROBOT MAY MNOT IMJURE A HUHHH;#
BEING OR: THROUGH IMACTIOM: ALLOMW -7,
A HUMAN BEINMG TO COME TO HARM.

2. A ROBOT MUST OBEY ORDERS GIVEMN
TO IT BY HUMAM BEIMGS: EXCEPT
WMHERE SUCH ORDERS WOULD COMFLICT
WITH THE FIRST LAHK.

3. A ROBOT MUST PROTECT ITS OMWM
EXISTENCE AS LOMG AS SUCH
PROTECTION DOES MNOT CONFLICT MWITH
THE FIRST OR SECOMD LAHK.




3. Machine Ethics

“Within the next few years we predict there
will be a catastrophic incident brought
about by a computer system making a
| decision independent of human oversight”
N - Wallach and Allen 2009
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3. Machine Ethic

Machine Ethics

“The new field of machine ethics is
concerned with giving machines ethical
principles, or a procedure for discovering a

way to resolve the ethical dilemmas they

In an ethically respon5|ble manner through
their own ethical decision making” -
Anderson & Anderson 2011




3. Machine Ethics

Better Moral Agents

Computers might be better at following an

ethical theory than most humans,” because
humans “tend to be inconsistent in their

! reasoning” and “have difficulty juggling the
complexities of ethical decision-making”
owing to the sheer volume of data that need
to be taken into account and processed -
Anderson & Anderson, 2007




3. Machine Ethic

Wired Magazine (November 2012)

Pentagon: A Human Will Always Decide When @
A Robot Kills You
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3. Machine Ethics

I PREDATOR yav COMMUNICATION SYSTEM

“As the layers of software pile up between
us and our machines, they are becoming ‘gg;gmtﬁm |
increasingly independent of our direct s i |
control. In military circles, the phrase "man "‘Eﬁ:ﬁm
on the loop” has come to replace “man in | focr il
the loop,” indicating the diminishing role of

human overseers in controlling drones

and ground-based robots that operate

hundreds or thousands of miles from

base” - Allen 2013
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3. Machine Ethics
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3. Machine Ethics

h AMECiar~

+ Artificial Autonomous Agent:
A kind of functional morality for
machines. Responsible machines.

o i——

— Reconfigure Ethics: Challenge
standard assumptions about who or
what can be considered a legitimate
moral subject.
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